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Abstract. Recently various models of mammalian’s brain emotional learning (BEL)
have been successfully utilized in specific control applications and prediction
problems. In this paper, a BEL based classifier (BELC) is presented. The distinctive
feature of BELC is applying the activation function tansig in the model. In the
numerical studies, various comparisons are made between BELC and multilayer
perceptron (MLP) to classify 6 UCI datasets. According to the numerical studies,
BELC shows higher accuracy and lower computational complexity in single class
classification and can be utilized in real time classification problems.
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1. Introduction

The Environment around us involves various objects and schemas. Through
watching, experiencing and sensing, humans are able to learn patterns and
consequently recognize, predict and make decision based on them. Learning is
mental phenomenon and according to the cognitive studies can be reinforced in the
amygdala area of the brain with external reward or punishment received from
various real-life situations (from the outer world) [1]. The amygdala is part of the
limbic system (LS) [2] which based on the brain emotional learning (BEL) creates
emotional intelligence. See Fig. 1, the LS is located in the cerebral cortex and
consists of the following components [3]: Amygdala, Orbitofrontal Cortex (OFC),
Thalamus, Sensory Cortex, Hypothalamus and Hippocampus. Amygdala is located
in sub-cortical area and associated with several cognitive functions including:
permanent memory, managing emotional stimuli [4, 5] and the conditioning
experiments [6]. Amygdala receives plastic connections from sensory cortex and
thalamus and the internal reinforcer caused by external reward and punishment [7].
It also interacts with the OFC. Amygdala responds to emotional stimulus. OFC
tries to inhibit inappropriate Amygdala answers based on the context given by the
hippocampus [7]. OFC also receives plastic connections from sensory cortex and
there is no connection between OFC and thalamus [7].

Recently several mathematical computational models of LS are proposed by
researchers. The first applied amygdala-OFC model was proposed by Morén and
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Balkenius [7-8]. The model in Fig. 2 learns to react to the new stimulus based on a
history of input rewards and punishment signals. Additionally, in the model, the
amygdala learns to respond to emotional stimuli. And the OFC inhibits
inappropriate experiences and learning connections. In the model, the reward signal
was not clearly defined and this signal was vital for updating the weights of

Cerebral cortex
Limbic area Thalamus

Amygdala

Hippocampus

Fig. 1. The limbic system in the brain.

subsystems. Lucas et al. [9-10] explicitly determined the reward signal and
proposed the BEL base controller which has been successfully modified and
utilized in various control applications [11-18] and prediction problems [19-22].
Babaei et al. [23] formulized the input reward for multi agent optimization
problems and presented a BEL based predictor in an alarm system for satellites.
The predictor results provided by Babaei are dependent on the model and cannot be
generalized to other issues. In this paper, a novel classifier based on BEL is
proposed. In contrast to reviewed BEL models, the proposed method can be used in
classification problems. The proposed method is general and can be examined in
various fields such as emotion recognition and expression [24-27], emotion-
cognition modeling [28-29], and autonomous agents designing [30-34]. The paper
is organized as follows: the proposed method is presented in Sections 2. Section 3
presents the numerical results where the proposed method is compared with
backpropagation multilayer perceptron (MLP). There are various versions of
backpropagation algorithm; the gradient descent backpropagation (GDBP) [35],
which is the standard basic algorithm, is utilized. And finally conclusions are made
in Section 4.
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2. Proposed Brain Emotional Learning based Classifier

Here we propose BEL based classifier (BELC) which can be used for single
class classification problems. In contrast to previous BEL based models, proposed
method can be used in classification problems. This ability is created by using an
activation function. Actually, the main modification introduced here with respect to
the common BEL based models is applying an activation function on the amygdala

| Orbltofromal Cortex

I O,
| 5 | o
| w2 :i_Q?'— 2
|| ws I O—\V— J | O3
L L
P Ay 4
(aw) <3 }l'
A AR
=== SV ]
2 POS
S O Pl Inhibitory —s=
=]
oy & i -
i - Excitatory —&
0 N ’
A Plastic —
e | e | e Leamning —«
w
=
E
= ]
[y}
L -
= 1 &
) Amygdala
Y

Sensory Input (S) Primary Reward (Rew)

Fig. 2. The amygdala-OFC model proposed by Morén and
Balkenius [7, 8].

output. Fig. 3 shows the proposed model, where the solid lines present the data
flow and learning lines are presented by dashed lines. In Fig. 3, the model is
presented as n inputs—single output architecture. The input pattern is illustrated by
vector po<j<n+1  and the E is the final output. The model consists of two main
subsystems including amygdala and the OFC. The amygdala receives the input
pattern including: p1, p2,..., Pn from sensory cortex, and pn+1 from the thalamus,
while the OFC receives the input pattern including pi, p2,..., pn from the sensory
cortex only. The pn+1 calculated by following formula is the output of thalamus and
one of amygdala inputs:
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Pria = MaX; o (P;)- 1)
And vy.+1 is related amygdala weight. The Ea is internal output of amygdala that is
used for adjusting the plastic connection weights vi, Vo,..., Va+1 and E, is output of
OFC that is used for inhabiting the amygdala output. This inhibitory task is
implemented by subtraction of E, from Ea (see Eq. 5). E as corrected amygdala
response is final output node and evaluated by monotonic increasing activation
function tansig and is used to adjust OFC connection weights including wi, wa,...,
Wh. The activation function is as follows:

tansig(x):1 2 -1 (2)
+e

And the amygdala, OFC and final output are simply calculated by following
formulas respectively:

—2x

OFC

Thalamus Sensory Cortex

P1 ;’
Pz NI wl.
I I Ak
" Ny h—y L
Pr+1 D’
S — e
-
v
i

Fig. 3. Proposed computational model for Limbic system.

n+l

Ea:Z(V,‘ij)- (3)
=

Eozzn:(wjxpj). 4)
=

E = tansig(E, — E,). )

The model also needs a target associated to input pattern to adjust the weights. Let
T* be target value associated to kth pattern (p¥). So the supervised learning rules are
as follows:

Vit =@1-yp)vi +amax(T* —E;,0)p} (6)
Wit =wh + B(E* -T")p! (7
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Where k is learning step, a and £ are learning rates and y is decay rate in
amygdala learning rule, where the max operator causes the monotonic
learning, i.e. ones an input pattern is learned, it cannot be unlearned.
Actually, the permanent memory cognitive function of amygdala is done.

The proposed structure can be used in single-class classification
problems where the number of attributes in the input pattern determines the
number of neurons in the thalamus, sensory cortex, amygdala and OFC.
And target T is labeled by O or 1.

3. Experimental Results

To evaluate the BELC in the classification problems, accuracy and mean
square error (MSE) are performance measures that are generally expressed as
follows:

Accuracy= CorrectA Iﬁetectlonl (8)

19 2

MSE = nizzl:(Ei T)?, ©)
uhere E; is output of i th input pattern and T; is its target. For all the learning
scenarios listed below, the training set contained 70% while the testing set
contained 15% of the data and the remaining data was used for the validation set.
The initial weights of v are randomly selected between [0,1]. They are multiplied
by -1 and the results are used as the initial weights of w. To test and assess the
proposed algorithm, 6 single class data sets have been downloaded from UCI Data
Center. In all datasets, the target labeling is binary. Table 1 shows the information
related to the data sets that includes the number of attributes and instances.
Additionally, the learning parameters values are presented in the Table 1. The stop
criterion in learning process was the maximum epochs, which means the maximum
number of epochs has been reached. The maximum and minimum values of each
pattern set were determined and the scaled data (between 0 and 1) were used to
adjust the weights. The training was repeated 10 times and the average of accuracy
in test set was recorded. Table 2 presents the accuracy average and the confidence
interval obtained from BELC and MLP. It’s obvious that BELC is more accurate
than MLP in 10, 100 epochs. In Table 2 bold the entries suggests that the
improvement in the BELC was statistically significant. The results indicated in
Table 2 are based on student’s t-test with 95% confidence.
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Table 1. Datasets and related learning information.

Name Instance  Class Attribute Learning  Decay
Diabetes 768 2 8 0.050 0.010
Heart 270 2 13 0.050 0.010
Pima 768 2 8 0.005 0.001
lonosphere 351 2 34 0.050 0.010
Sonar 208 2 60 0.0005 0.001
Tic-tac 958 2 9 0.0005 0.001

Table 2. The average accuracy of classification results obtained from BELC and MLP during 10 runs.

epochs 10 100 1000 10000

Model BELC MLP BELC MLP BELC MLP BELC MLP

Diabetes | 68.96+4.46 58.28+12.64 | 71.39+2.50 66.61+5.42 | 69.91+3.04 76.61+3.54 | 71.74+3.01 76.61+3.54

Heart 57.9046.58 58.29+8.88 | 66.10+6.78 76.59+5.04 | 64.15+8.23 81.2245.28 | 76.07+5.25 81.22+5.28

Pima 67.65+1.26 53.04+10.48 | 68.78+2.86 61.48+6.84 | 74.0813.73 75.65+2.91 | 70.09+3.88 75.65+2.91

lonosphere | 79.93+2.61 67.74+7.27 | 83.02+3.61 79.81+2.84 | 82.26+4.39 88.65+1.71 | 83.40+3.66 88.68+1.71

Sonar 53.22+4.74 43.23+3.85 | 68.0618.93 50.97+6.60 | 64.5246.23 68.06+9.95 | 72.90+4.90 68.06+9.95

Tic-Tac 54.44+3.69 35.28+2.78 |58.9612.89 34.51+2.24 | 60.07+2.76 35.21+2.29 | 64.03+3.43 35.21+2.29

Fig. 4 shows the total average accuracy in 10, 100, 1000 and 10000 epochs
obtained from BELC and GDBP MLP in the test sets. As illustrated in Fig. 4, the
higher accuracy in 10, 100 epochs is obtained from BELC and especially at the
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lower epochs, BELC presents the higher accuracy. According to the Fig. 4, MLP
needs many epochs to reach the results of BELC.

Fig. 5 presents a comparison between MLP and BELC based on average
MSE at the four stop criterions. According to the Fig. 4 and Fig. 5, the higher
accuracy and the lower MSE (especially at the lower epochs) mean that the
performance of BELC is better than MLP in classification. And BELC can learn
the patterns quickly. Finally Table 3 shows the maximum accuracy obtained from
the two methods.
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Fig. 4. the average accuracy comparison between BELC and MLP in UCI dataset
classification problem with maximum epoch as stop criterion.
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Fig. 5. The average MSE comparison between BELC and MLP in UCI
dataset classification problem with maximum epoch as stop criterion.
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Table 3. The maximum accuracy of classification results obtained
from BELC and MLP during 10 runs.

epochs 10 100 1000 10000

Model BELC MLP | BELC MLP | BELC MLP | BELC MLP

Diabetes |80.90 79.13|76.52 75.65(77.39 81.47| 78.3 81.78

Heart 73.20 78.05|85.37 87.80|75.61 81.22|85.37 87.80

Pima 70.43 68.70|74.78 71.30|82.60 75.65|76.50 80.87

lonosphere | 86.08 79.25|90.57 84.91|90.57 92.45|88.70 92.45

Sonar 61.30 51.56|80.65 64.52|74.19 90.32|80.65 90.32

Tic-Tac | 63.89 63.89|64.58 37.50|67.36 40.28|70.14 40.28

4. Conclusions

In this paper we modified computational model of limbic system (LS) with
novel configuration. The main modification introduced here was considering the
functionality of amygdale as threshold logic unit. The modified model can be used
in single class classification problems. In numerical studies, the proposed brain
emotional learning based classifier (BELC) was utilized to classify 6 common data
sets. And the comparisons between BELC and multilayer perceptron (MLP) with
gradient descent backpropagation (GDBP) learning algorithm present the following
conclusions: first, the performance of BELC was higher than MLP based on
average and maximum test accuracy especially with 10 and 100 epochs stop
criterion. Second, low computational complexity and fast training of BELC make it
suitable for real time classification systems. Furthermore, the proposed model can
be modified and utilized in other applications. We have improved the work and
reported in [36] where an emotion inspired model has been proposed for multi
input-multi output classification and chaotic time series prediction problems.
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Klassifikasiya masalalarnin halli ii¢iin emosinal beynin riyazi modeli
Ehsan Lotfi

XULASO

Son zamanlar mamoalilarin beyninin emosional toliminin miixtilif riyazi modellari
idaroetmo Vo prognozlagdirmanin miixtalif praktiki masalalarinin hallinds ugurla tstbiq
olunur. Bu magalads beynin emosional talimins asaslanan klassifikator toqdim olunur. Bu
klassifikatorun forgli cohoti ondan ibarotdir ki, modeldo tansiq aktivlosdirmo
funksiyasindan istifadi olunmugdur. Toklif olunan modello 6 verilonlor yigimini
klassifikasiya edon c¢oxqatli perseptron arasinda ododi miqayise aparilmigdir. Odadi
eksperimentlor gostorir ki, toklif edilon model daha yiisok dagiglikli naticalori daha sado
hesablamalar noticasinds almaga imkan verir vo bir sira totbigi masalalorin hallindo istifados
oluna bilar.

Acar sozlar: Amygdala, hesablama modeli, BELBIC, online kiassifikasiya.
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MareMaTu4ecKkoe MOJeJIMPOBAHUE SMOIUOHAIBLHOT0 MO3ra JJIsl 3a1a4
Kjaaccupuranumu

Ixcan Jlordu

PE3IOME

B nocieaHee BpeMsi BCCBO3MOXKHBIC MOJEIH TS SMOLMOHAIBHOTO 00YUeHUsT MO3ra
(OOM) MIIEKOMUTAIONIMX OBLIM YCIEHIHO HCIOJNB30BaHbl B KOHKPETHBIX MPUIOKEHUIX
npoOjeM  yhOpaBJeHHWS M MPOTHO3WpoBaHMs. B maHHON paboTe mpencTaBiicH
kiaccudukarop Ha ocHoBe DOM. OTIAMYHUTENBHOI 0OCOOCHHOCTBIO 3TOr0 KilacCU(UKaTopa
SBJSIETCS  MpUMeHeHne GYHKIMKM akTuBaiuu tansig B Momenn. B umcieHHBIX
UCCJIC/IOBAHUAXK, MPUBEICHBI Pa3InYHble CPAaBHEHUSI MEXKIY MPEIJIOKECHHBIM MMOIXOI0M U
MHOTOCJIOMHBIM TMEPCEeNTPOHOM Juisi Kiaccudukaiuu 6 HabopoB maHHbIX. CoriaacHo
YHCJICHHBIM HCCICIOBAHHUSIM MPEAJIOKEHHBIM MMOJAX0J TOKa3biBaeT 0oyiee BBICOKYIO
TOYHOCTh M HIKHYIO BBIYHCIIUTEIBHYIO CIIOKHOCTh B KIACCU(PUKAIMK OJHOTO Kiacca U
MOXeT OBITh UCIIOJIB30BAHO MPOOIIeM KIaCCH(DUKAIIMU B PEaTbHOM BPEMEHH.

KaroueBbie caoBa: Amygdala, serumcnutensras wmogens, BELBIC, omnaiin
KaccuUKaIusl.
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